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Abstract Automatic discrimination of plant species is
required for precision farming and for advanced environ-
mental protection. For this task, reflected sunlight has
already been tested whereas fluorescence emission has been
only scarcely considered. Here, we investigated the dis-
criminative potential of chlorophyll fluorescence imaging in
a case study using three closely related plant species of the
family Lamiaceae. We compared discriminative potential of
eight classifiers and four feature selection methods to
identify the fluorescence parameters that can yield the
highest contrast between the species. Three plant species:
Ocimum basilicum, Origanum majorana and Origanum
vulgare were grown separately as well as in pots where all
three species were mixed. First, eight statistical classifiers
were applied and tested in simulated species discrimination.
The performance of the Quadratic Discriminant Classifier
was found to be the most efficient. This classifier was
further applied in combination with four different methods
of feature selection. The Sequential Forward Floating
Selection was found as the most efficient method for
selecting the best performing subset of fluorescence images.
The ability of the combinatorial statistical techniques for
discriminating the species was also compared to the
resolving power of conventional fluorescence parameters
and found to be more efficient.
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Acronyms and symbols
CCD Charge Coupled Device
ChlF Chlorophyll Fluorescence
F0 minimal fluorescence level of dark adapted

plants when primary quinone accepter (QA)
of Photosystem II is oxidized

FM maximal fluorescence level of dark adapted
leaves measured when QA and the plastoqui-
none pool are reduced

FV=FM-F0 variable fluorescence
FLDC Fisher’s Linear Discriminant Classifier
IFS Individual Feature Selection
k-NN k-Nearest Neighbor Classifier
LDC Linear Discriminant Classifier
NEURC Automatic neural networks Classifier
NMC Nearest Mean Classifier
NN Nearest Neighbor Classifier
NPQ Non-Photochemical Quenching
QDC Quadratic Discriminant Classifier
qP Photochemical quenching
Rfd Fluorescence decrease ratio
SBS Sequential Backward Selection
SFFS Sequential Forward Floating Selection
SFS Sequential Forward Selection
SVC Support Vector Classifier

Introduction

Species discrimination is applied in precision farming for
machine weeding or to reduce excess use of agrochemicals
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by a targeted application [1, 2]. Weed detection in crop
fields and a targeted application of agrochemicals can save
50–90% of herbicides. Such a reduction would lead to
significant economic and ecologic benefits [1, 3, 4]. Several
methods based on machine vision of reflected natural light
are available for the discrimination of plant species in field
[5–7]. One class of techniques discriminates the species
using their shape, size, and image texture [8, 9]. These
techniques have several limitations, e.g., due to shapes that
vary greatly with viewing angle, overlapping leaves that are
hard to resolve, and segmentation that can be difficult due
to non-uniform illumination [10]. The main disadvantage of
shape-based techniques is low performance in real time
[11].

Other methods utilize differences in the spectrum of the
light that is reflected from plants. Earlier, the spectral
resolution was limited by use of a multispectral reflectance
sensor that measured the reflectance images only within
several wide spectral bands [12]. With such a limited
spectral resolution, non-uniform light illumination that
often occurs in field conditions can greatly complicate
species discrimination [13, 14]. Later, hyperspectral reflec-
tance sensors were developed that measure hundreds of
images, each in a very narrow band of the reflected light.
However, the classification accuracy remained frequently
inadequate even with the hyperspectral resolution (see [15],
reviewed in [16]).

Rather than using reflected light, we focus here on
actively excited chlorophyll fluorescence (ChlF) emission,
the reporter signal that has already proven its potential both
in research and in numerous applications [17, 18]. The
imaging variant of the technique measures hundreds of
ChlF images capturing fluorescence transient that occurs in
response to actinic light exposure [18]. Many conventional
ChlF parameters have been identified that have physiolog-
ical interpretation and are useful for, e.g., assessment of
plant health status and early detection of biotic and abiotic
stresses [19–21]. We suggest that the information in the
ChlF transients can be also used for plant species
identification [22, 23].

Practical application of the species discrimination based
on hyperspectral reflectance or on fluorescence emission
imaging is limited by potentially long time intervals that
may be required to collect and analyze data in real time [22,
24, 25]. The long acquisition time required to capture some
of the conventional fluorescence parameters (e.g., NPQ or
Rfd), [26] must be solved by development of alternative
experimental protocols and/or by use of ChlF parameters
that can be acquired in real time and fast enough for the
particular application.

In the present work, we focus at the computation time
that can be reduced by eliminating redundant or low-
contrast information and by selective use of information-

rich images as identified by feature selection methods [27,
28] or by genetic algorithms [23, 29, 30]. Recently, we
applied a combination of the k-Nearest-Neighbor (k-NN)
classifier and the Sequential Forward Floating Selection
(SFFS) feature selection method to discriminate infected
and non-infected segments of leaves of Arabidopsis
thaliana [27, 28]—a task homologous to species discrimi-
nation. Here, we aim at finding the best performing statistical
methods that are selected from a broader spectrum of
classifiers and feature selection methods. The contrasting
features found by this optimized technique are compared
with discrimination performance of the conventional ChlF
parameters as they are presently used in plant science.

Material and methods

Plant material and growth conditions

Three closely related species: basil (Ocimum basilicum),
oregano (Origanum vulgare) and sweet marjoram (Origanum
majorana), all of the family Lamiaceae, were selected for the
experiment. The seeds of these plants were germinated in
pots of 0.08 m diameter containing garden soil at room
temperature, under natural relative humidity and light regime
at the window of our laboratory. 30–50 plantlets of given
species grew in each pot. In another set-up, seeds of the three
species were randomly mixed (3×10–20 seeds of each) and
germinated in three pots. The ChlF transients were measured
10 days after germination.

Chlorophyll fluorescence imaging

The sequences of ChlF images were measured using open
version of FluorCam (Photon Systems Instruments Ltd.),
Brno, Czech Republic, [31]. The plant ChlF was excited
with short measuring flashes (10–30 µs) and photochemis-
try was elicited by actinic light from the same set of orange
Light Emitting Diodes (LED, 620 nm). The flashes were
synchronized with the opening of the electronic shutter of
the CCD camera (512×512 pixels, 12 bits) capturing the
ChlF images. An optical filter RG695 was placed in front
of the CCD camera that blocked the exciting light and
allowed to measure the ChlF transient in the range 700–
750 nm.

The quenching protocol with two sequentially applied
levels of actinic light irradiance was used to measure the
ChlF images. This protocol was already used earlier for
discrimination between the healthy and infected tissue
segments of Arabidopsis thaliana and is described in detail
in [27, 28]. After measuring sequence of ChlF images, all
the pixels of plants were separated from its background
using a threshold subtraction. The threshold value was
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chosen from the most contrasting image in the sequence.
Using this technique, vectors of ChlF transients of all the
plant pixels were extracted.

Data analysis tool

The ChlF images were analyzed using Matlab 6.5 and Pattern
Recognition Toolbox PRTools v. 3.0 [32]. Algorithms of this
toolbox randomly divide the data (vectors of ChlF transients
in individual pixels) in two subsets: One subset of transients
is used as a reference representing the species (classes) and
the other subset is used to perform a simulated classification
that serves to assess the algorithm performance. Eight
classifiers and four feature selection algorithms were selected
from the toolbox to study their efficiency for discrimination
of the species.

Classifiers

Statistical classifier is a decision rule that assigns particular
ChlF transient to one of the pre-defined classes. We tested
the following eight classifiers for their performance and
computation time requirement: Linear Discriminant Classi-
fier (LDC) [33–35], Quadratic Discriminant Classifier
(QDC) [36, 37], Fisher’s Linear Discriminant Classifier
(FLDC) [38], k-Nearest Neighbor Classifier (k-NNC) [39],
Nearest Neighbor Classifier (NNC), Automatic Neural
Network Classifier (NEURC) [36, 37], Support Vector
Classifier (SVC) [40–43] and Nearest Mean Classifier
(NMC) [44].

Evaluation of the classifier performance

The ChlF transients recorded in monoculture pots with basil
(a), oregano (b), and sweet marjoram (c) plantlets were
used for training and evaluating the classifiers performance.
The transients were captured from three pots for each
species in three consecutive days. Thus, each species was

represented by several millions of transients captured in
different pixels, representing different leaves and individual
plants and taken at different times. Out of this enormous
data set, we selected at random ca. 6,600 transients for each
species. The thus selected sets of transients Pa, Pb, Pc
representing transients of the plant species (a), (b), (c) were
randomly and evenly divided into two pixel subsets each:
(Pa

train, Pa
test), (Pb

train, Pb
test), and (Pc

train, Pc
test), respec-

tively. The training sets Pa
train, Pb

train, Pc
train were used as a

reference to represent the species (a), (b), (c) whereas the
mixed testing set (Pa

test+Pb
test+Pc

test) was used to evaluate
the performance of individual classifiers. Transients arbi-
trarily chosen from the testing set (Pa

test+Pb
test+Pc

test) were
compared with each of the training sets (Pa

train, Pb
train,

Pc
train) and classified as belonging to one of the three

species (a), (b), (c) using the classifier algorithm. The
classification was then validated to be either true or false by
confronting the classification result with the origin of the
particular transient in plant species (a), (b), or (c). The
performance of each of the investigated classifiers was
quantified by a number between 0–1: value ‘0’ meaning
random classification (1/3 of classifications into 3 equally
represented classes correct, 2/3 incorrect) and value ‘1’
meaning that the classifier was 100% successful.

Feature selection

The ChlF transients were captured in extensive series of
fluorescence images, called features in our study.
Feature selection algorithms are designed to reduce the
number of features (fluorescence images) for an effec-
tive classification [45]. The reduction is based on an
identification of an image sub-set that contains the most
useful information for plant species identification. Here,
we investigated four feature selection methods: Individual
Feature Selection (IFS), Sequential Forward Selection
(SFS) [46], Sequential Backward Selection (SBS) [46],
and Sequential Forward Floating Selection (SFFS) [47].

Classifier Performance Execution time (s)

Linear Discriminant Classifier (LDC) 0.74 14

Linear Discriminant Classifier (LDC) 0.74 14

Quadratic Discriminant Classifier (QDC) 0.82 15

Fisher’s Linear Discriminant Classifier (FLDC) 0.75 62

Automatic Neural Networks Classifier (NEURC) 0.77 1,060

k-Nearest Neighbor Classifier (k-NN) (k=3) 0.76 13,007

Nearest Neighbor Classifier (NN) 0.74 13,793

Support Vector Classifier (SVC) 0.73 28,006

Nearest Mean Classifier (NMC) 0.15 5

Table 1 Performance of eight
different classifiers (0—random,
1–100% correct) and computa-
tion time with 9,900 (9,900/3 for
each species) testing and 9,900
(9,900/3 for each species)
training transients

For computation we used
personal computer with Intel(R)
Celeron(R) 2.60 GHz processor
and 1.25 GB of RAM.
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Results

Classifier performance and execution time

We used eight different algorithms in a simulated classifi-
cation that was aimed at evaluating their performance and
computational time. The results are summarized in Table 1.

With each of the classifiers, we used typically 3,300
testing ChlF transients1 from each of the three pots with
basil (a), oregano (b), and sweet marjoram plantlets (c).
These individual testing transients were compared one by
one with the training transients of the three species. By that,
the algorithms classified each of the testing transients to
one of the three species and the classification was counted
either as false or correct depending on the true origin of the
training transient. With known numbers of correct and false
classifications for each of them, the performance of the
classifiers was renormalized to 0 if completely random (1/3
of correct classifications in three equally represented
classes) and to 1 for 100% of correct classifications. The
performance results are shown in the second column of
Table 1. Seven out of eight classifiers performed in a
narrow range from 0.73 to 0.82.

Table 1 also shows in its third column the computational
time required to classify the given number of testing
transients. The nearest mean classifier was by far the fastest
(5 s) classifier that, however, exhibited the poorest
performance. On the other extreme, Quadratic Discriminant
Classifier (15 s), and Linear Discriminant Classifier (14 s),
and Fisher’s Linear Discriminant Classifier (62 s) required
low computation time and, yet, exhibited a high perfor-
mance of species discrimination. Therefore, we choose to
continue further evaluation only with Quadratic Discrimi-
nant Classifier (QDC) and with Linear Discriminant
Classifier (LDC).2

Training set size

Another key property of the classifiers affecting their
computation time requirement was the size of the training
sets that was required for their optimal performance.
Figure 1 shows the performance of the two most efficient
classifiers, QDC and LDC, increasing with increasing size
of the training sets. Above 500 training ChlF transients, the
performance of LDC (solid line) started steeply increasing
and reached to ca. 0.74 with ca. 3,500 training ChlF
transients. A similar but less steep increase in performance

was also observed with QDC (dotted line). The QDC
classifier kept increasing to ca. 0.82 and outperformed LDC
at the training set size larger than 4,500 transients (Fig. 1).

In the classifications documented in Fig. 1 and in
Table 1, we used each of the 247 images capturing the
entire ChlF transient in our experiments. However, one can
possibly assume that some of the images show nearly
identical information, such as repeatedly recorded images
of FM or F0, whereas some other images within the
fluorescence transient may be highly contrasting. The most
contrasting images can be identified by feature selection
algorithms that search for a small subset of features
(images) that yield classification performance approaching
or even exceeding the performance of the full image
sequence. With such a reduced and optimized feature set,
one can perform classification more effectively and faster
than with the full image sequence.

Comparison of four feature selection methods
using the best classifier QDC

Figure 2 shows the performance of QDC when the
simulated classification is executed using a reduced number
of fluorescence images. Earlier, Tyystjarvi et al. [22] choose
to reduce the number of relevant features empirically. Here,
we used and compared several feature selection algorithms
in an effort to optimize the procedure (Fig. 2).

The reduced set of the ChlF images was identified by
four different feature selection algorithms: Individual
Feature Selection (IFS), Sequential Forward Selection
(SFS), Sequential Backward Selection (SBS) and Sequen-
tial Forward Floating Selection (SFFS). The poorest
performing algorithm was the Individual Feature Selection
(IFS) that evaluated the performance of each single image
and choose “the best individual performers” that, under-

1 Somewhat smaller sets were used with the slower algorithms: with
the automatic neural networks classifier (2,250 transients) and with the
support vector classifier (1,350 transients) was used for both training
and testing set for each species.
2 The Fisher’s Linear Discriminant Classifier is closely related to the
Linear Discriminant Classifier.

Fig. 1 The performance of the linear (solid line) and of the quadratic
(dotted line) discriminant classifiers as they increase with the number
of transients in the training set
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standably failed in comparison with “the best performing
feature teams”. The failure can be understood when
considering the model situation in which N images capture
the same dynamic feature such as F0. Assuming that this
feature is yielding the highest contrast, these N images will
all be selected by IFS in spite of the fact that they contain
the same information and the classification performance
does not increase with adding more images of the same
type. The other feature selection algorithms choose also the
best performer but then look for a teammate feature that
leads to the highest performance enhancement. This is the
principle of the Sequential Forward Selection (SFS). In an
alternate way, the algorithm can also work backwards and
eliminate from the whole feature set the data that, when not
considered in the classification, do not reduce or reduce
minimally the overall classification performance. This is the
principle of the Sequential Backward Selection (SBS).
Slightly better performance was found with training subsets
of ChlF images identified by SFS compared to those
identified by SBS. The best performing training sub-sets
of fluorescence images were found with the SFFS. The
highest performance was achieved with approximately a
subset of ca. 50–100 images (Fig. 2)3.

Comparing images obtained with conventional ChlF
parameters and with combinatorial imaging

Figure 3 presents the images of three conventional
fluorescence parameters: F0, FM, and FV/FM for a pot in
which a random mixture of the three species was grown.
The F0 (Fig. 3a) and FM (Fig. 3b) signals are largely
heterogeneous with slightly higher signals around the
center of the image than at its periphery. This effect is
probably due to the uncorrected instrument sensitivity
profile used in our experiments. Also, the ChlF signals
emitted from leaf margins tend to be lower than from the
central leaf segments. No obvious dominant classification
was observed for individual plants of either species. The
FV/FM (Fig. 3c) signals are much more homogeneous than
F0 (Fig. 3a) and FM (Fig. 3b) because the variability due to
non-uniform illumination and sensitivity is reduced in
ratio. Yet, no dominant species classification was found in
Fig. 3c.

In contrast, Fig. 4 represents the classification of
individual pixels by the Quadratic Discriminant Classifier,
QDC that was used with a sub-set of 50 ChlF images that
were identified by the Sequential Forward Floating Selec-
tion, SFFS algorithm. Clearly, the top row in Fig. 4 shows
that the classification was successful when applied on
single species pots.4 The Fig. 4a shows a pot with basil
(Ocimum basilicum, L.) that was mostly classified correctly
(red color) with only few pixels classified erroneously by
green color as oregano (Origanum vulgare, L.) and by blue
color as majoram (Origanum majorana, L.). The pot in Fig.
4b with oregano was also mostly classified correctly (green
color) with only few pixels classified erroneously by red
color as sweet basil and few by blue color as marjoram.
Similarly, the classification of marjoram in Fig. 4c was
dominantly correct (blue color).

Figure 4d shows classification result in a more realistic
situation where all the species were mixed in a single pot.
In contrast to the conventional ChlF parameters shown in
Fig. 3, the combinatorial imaging shown in Fig. 4d leads to
a clear contrast with red pixels classified as basil (large
leaves) contrasting with the two other two species: blue
pixels classified as sweet marjoram, and green pixels as
oregano.

Discussion

The simplest and most intuitive among the classifiers tested
is the nearest mean classifier, NMC, which is representing
each species by a single transient that is obtained by

3 One should note that the feature selection techniques investigated
here do not analyze all potential combinations of fluorescence images
and in this sense they are called suboptimal. We choose this approach
to maintain feasibility with present high performance personal
computers. Because of that unexpected time consumption it was
impossible to apply optimal techniques such as branch and bound
[48], however it would significantly increase the classification
performance of the reduced feature sets.

Fig. 2 Performance of the Quadratic Discriminant Classifier, QDC
that was applied using a reduced number of fluorescence images that
were identified by four algorithms: Individual Feature Selection,
Sequentional Forward Selection, Sequentional Backward Selection
and Sequentional Forward Floating Selection

4 These pots were different from those used for classifier training.
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averaging all transients in the respective training class [44].
Unknown transients are then compared with each of the
averaged representative transients of the individual species
and classified to the species that is the most similar. The

performance of this classifier was found in our experiments
to be very low around 0.15 (Table 1). The NMC classifier
failed because it does not reflect width of the statistical
distribution in the training classes.

Fig. 4 The panels a, b, and c show QDC classification of
fluorescence transients in individual pixels of images with pots
containing seedlings of basil (Ocimum basilicum, L.), oregano
(Origanum vulgare, L.) and marjoram (Origanum majorana, L.).
The pixels classified as sweet basil are shown in red, those classified

as oregano are shown in green and the pixels classified as marjoram
are shown in blue. The same color code of classification is used in
panel d that shows a pot in which all the three species grew mixed
together

Fig. 3 The images a, b, and c represent the conventional fluorescence
parameters F0, FM and FV/FM of a pot with randomly mixed specie.
The fluorescence parameters are shown using a rainbow false color
scale with minimum values shown in blue and maximum values

shown in red. Normalization was done by subtracting the minimum
value and further division by the difference between maximum minus
minimum value, i.e. F�min ðFÞ

max ðFÞ�min ðFÞ
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The other seven classifiers were of similarly high
performance (0.73 to 0.82). Among these, we selected the
best classifier based on its computation time. The compu-
tation time of the Support Vector Classifier (SVC) was the
longest (ca. 8 h with a standard PC, Table 1). The long
computation time of SVC was required for transformation
of the original data into a space of a higher dimension that
was followed by finding a linear separating surface between
the two classes [49]. The k-Nearest Neighbor Classifier
(k-NN), the Nearest Neighbor Classifier (NN) and the
Automatic Neural Networks Classifier (NEURC) were
also requiring excessive computation time. The optimal
combination of high performance with acceptable compu-
tation time was found with the Quadratic Discriminant
Classifier (QDC) (performance 0.82 in 15 s of computa-
tion time). The Linear Discriminant Classifier (LDC)
achieved the second best classification performance of
ca. 0.74 with 14 s of the computation time. The LDC and
QDC identify a linear and quadratic hyperplane, respec-
tively, that best separates the training transients of the
individual species. The classification consists in finding
on which side of the hyperplane the classified transient is.
The classification performance of QDC (0.82) was better
than that of the LDC (0.74) because the training classes
were of different distribution leading to different covari-
ance matrices and, eventually, to non-linear separating
hyperplane.

With QDC and LDC identified as the two best
performing classifiers, one needs to optimize the size of
the training sets [50]. This was done by investigating the
classification performance with increasing size of training
data sets (Fig. 1). With very small training data sets the
performance was not stable as the number of training
transients was not sufficient to reliably place the classifi-
cation hyperplane. The performance of LDC rapidly
increased with increasing the number of training transients
to 3,500. Above 3,500 training transients the position of
the linear hyperplane was near to optimum and addition of
training transients to 4,500 and more led to no improve-
ment of performance. Optimal placing of a quadratic
hyperplane that separates the transients of two species is
harder and requires more training data. Thus, the perfor-
mance of QDC was increasing less steeply compared to
LDC and outperformed LDC only with ca. 4,500 training
transients. In contrast to LDC, the QDC performance
continued increasing above 8,100 training ChlF transients
where we choose to limit our search because of computa-
tion time limits.

With QDC as the best classifier, we further optimized the
species discrimination by feature selection. Both SFS and
SBS are more effective than IFS (Fig. 2). The best results
were obtained with the Sequential Forward Floating
Selection (SFFS). The SFFS works in the similar way as

SFS algorithm, but after every addition of an image, it
checks if removing another image from the selection would
not lead to a better performance than one step back. By
checking such potential “backward steps”, the SFFS
algorithm identified feature sets that were performing
slightly better than the sets found by SFS or SBS (Fig. 2).
In our experiments, the SFFS algorithm reduced the full
data set of 247 images to 50 images that were the most
effective. The classification with 50 images was signifi-
cantly faster than with the full data set (247 images) without
compromising the classification performance.

Our results show that the Quadratic Discriminant
Classifier (QDC) utilizing only 50 images found by the
Sequential Forward Floating Selection (SFFS) constitutes a
robust and effective method for plant species discrimination
based on ChlF transients. In our simulated species
discrimination, the conventional ChlF parameters such as
F0, FM, and FV/FM shown in Fig. 3 as well as other
conventional parameters that were tested but not shown
(NPQ, qP, Rfd) failed. The low discriminative potential of
these parameters is understandable because the closely
related plants have similar chlorophyll density in leaves,
similar leaf structure and similar photosynthetic yield [40,
51]. The natural variability of the ChlF emission and low
contrast between the closely related species do not allow
effective species discrimination.

In contrast, the combinatorial species discrimination
represented in Fig. 4 was highly effective. When tested
with a pot in which all three species were mixed (Fig. 4d)
the contrast between the species was preserved although
some erroneously classified pixels were detected, probably,
because of leaf overlaps that were prominent in the two
small leaf species (oregano and marjoram). The classifica-
tion of basil with large leaves was typically correct even in
the pot with mixed species (basil).

Acknowledgement The work was supported by the Czech Ministry
of Education, Sports and Youth under the Grant MSM6007665808, by
the Czech Academy of Sciences Grant AV0Z60870520.

References

1. Feyaerts F, van Gool L (2001) Multi-spectral vision system for
weed detection. Pattern Recognit Lett 22(6–7):667–674.
doi:10.1016/S0167-8655(01)00006-X

2. Kavdir I (2004) Discrimination of sunflower, weed and soil by
artificial neural networks. Comput Electron Agric 44(2):153–160.
doi:10.1016/j.compag.2004.03.006

3. Gerhards R, Christensen S (2003) Real-time weed detection,
decision making and patch spraying in maize, sugar beet, winter
wheat and winter barley. Weed Res 43(6):385–392. doi:10.1046/
j.1365-3180.2003.00349.x

4. Timmermann C, Gerhards R, Kuhbauch W (2003) The economic
impact of site-specific weed control. Precis Agric 4(3):249–260.
doi:10.1023/A:1024988022674

J Fluoresc (2009) 19:905–913 911

http://dx.doi.org/10.1016/S0167-8655(01)00006-X
http://dx.doi.org/10.1016/j.compag.2004.03.006
http://dx.doi.org/10.1046/j.1365-3180.2003.00349.x
http://dx.doi.org/10.1046/j.1365-3180.2003.00349.x
http://dx.doi.org/10.1023/A:1024988022674


5. Wang N, Zhang N, Dowell FE, Sun Y, Peterson DE (2001) Design
of an optical weed sensor using plant spectral characteristics.
Trans ASAE 44(2):409–419

6. El-Faki MS, Zhang N, Peterson DE (2000) Weed detection using
color machine vision. Trans ASAE 43(6):1969–1978

7. Cho SI, Lee DS, Jeong JY (2002) Weed-plant discrimination by
machine vision and artificial neural network. Biosystems Eng 83
(3):275–280. doi:10.1006/bioe.2002.0117

8. Franz E, Gebhardt MR, Unklesbay KB (1995) Algorithms for
extracting leaf boundary information from digital images of plant
foliage. Trans ASAE 38(2):625–633

9. Gerhards R, Kuhbauch W (1993) Dynamic decision-model for
weed control methods in cereals by means of digital image
analysis. J Agron Crop Sci 171(5):329–335. doi:10.1111/j.1439-
037X.1993.tb00148.x

10. Tian LF, Slaughter DC (1998) Environmentally adaptive segmen-
tation algorithm for outdoor image segmentation. Comput
Electron Agric 21(3):153–168. doi:10.1016/S0168-1699(98)
00037-4

11. Lee WS, Slaughter DC, Giles DK (1999) Robotic weed control
system for tomatoes. Precis Agric 1:95–113

12. Haggar RJ, Stent CJ, Isaac S (1983) A prototype hand-held patch
sprayer for killing weeds, activated by spectral differences in crop
weed canopies. J Agric Eng Res 28(4):349–358. doi:10.1016/
0021-8634(83)90066-5

13. Felton WL, McCloy KR (1992) Spot spraying. Agric Eng 73
(6):9–12

14. Shiraishi M, Sumiya H (1996) Plant identification from leaves
using quasi-sensor fusion. J Manuf Sci Eng Trans ASME 118
(3):382–387. doi:10.1115/1.2831041

15. Vrindts E, De Baerdemaeker J (2000) Using spectral information
for weed detection in field circumstances. AgEng 2000 Confer-
ence, Warwick, UK

16. Scotford IM, Miller PCH (2005) Applications of spectral
reflectance techniques in northern European cereal production: a
review. Biosystems Eng 90(3):235–250

17. Govindjee (1995) 63 years since Kautsky—Chlorophyll a fluo-
rescence. Aust J Plant Physiol 22(2):131–160

18. Nedbal L, Whitmarsh J (2004) Chlorophyll fluorescence imaging
of leaves and fruits. In: Papageorgiu G, Govindjee (eds)
Chlorophyll a fluorescence: A signature of photosynthesis.
Springer, Dordrecht, The Netherland, pp 389–407

19. Balachandran S, Osmond CB, Daley PF (1994) Diagnosis of the
earliest strain-specific interactions between tobacco-mosaic-virus
and chloroplasts of tobacco leaves in-vivo by means of chloro-
phyll fluorescence imaging. Plant Physiol 104(3):1059–1065

20. Chaerle L, Hagenbeek D, De Bruyne E, Valcke R, Van der
Straeten D (2004) Thermal and chlorophyll-fluorescence imaging
distinguish plant-pathogen interactions at an early stage. Plant
Cell Physiol 45(7):887–896. doi:10.1093/pcp/pch097

21. Lazar D, Susila P, Naus J (2006) Early detection of plant stress
from changes in distributions of chlorophyll a fluorescence
parameters measured with fluorescence imaging. J Fluoresc 16
(2):173–176. doi:10.1007/s10895-005-0032-1

22. Tyystjärvi E, Koski A, Keranen M, Nevalainen O (1999) The
Kautsky curve is a built-in barcode. Biophys J 77(2):1159–1167

23. Keranen M, Aro EM, Tyystjarvi E, Nevalainen O (2003)
Automatic plant identification with chlorophyll fluorescence
fingerprinting. Precis Agric 4(1):53–67. doi:10.1023/A:1021
863005378

24. Bennedsen BS, Rasmussen P, Nielsen H (2000) Crop growth
information from line spectrometer data using neural networks.
AgEng 2000 Conference, Warwick, UK

25. Jayas DS, Paliwal J, Visen NS (2000) Multi-layer neural networks
for image analysis of agricultural products. J Agric Eng Res 77
(2):119–128. doi:10.1006/jaer.2000.0559

26. Lichtenthaler HK, Buschmann C, Knapp M (2005) How to
correctly determine the different chlorophyll fluorescence param-
eters and the chlorophyll fluorescence decrease ratio RFd of leaves
with the PAM fluorometer. Photosynthetica 43(3):379–393.
doi:10.1007/s11099-005-0062-6

27. Matous K, Benediktyova Z, Berger S, Roitsch T, Nedbal L (2006)
Case study of combinatorial imaging: what protocol and what
chlorophyll fluorescence image to use when visualizing infection
of Arabidopsis thaliana by Pseudomonas syringae?. Photosynth
Res 90(3):243–253. doi:10.1007/s11120-006-9120-6

28. Berger S, Benediktyova Z, Matous K, Bonfig K, Mueller MJ,
Nedbal L, Roitsch T (2007) Visualization of dynamics of plant-
pathogen interaction by novel combination of chlorophyll fluo-
rescence imaging and statistical analysis: differential effects of
virulent and avirulent strains of P. syringae and of oxylipins on A.
thaliana. J Exp Bot 58(4):797–806. doi:10.1093/jxb/erl208

29. Codrea CM, Aittokallio T, Keranen M, Tyystjarvi E, Nevalainen
OS (2003) Feature learning with a genetic algorithm for
fluorescence fingerprinting of plant species. Pattern Recognit Lett
24(15):2663–2673. doi:10.1016/S0167-8655(03)00109-0

30. Siedlecki W, Sklansky J (1989) A note on genetic algorithms for
large-scale feature selection. Pattern Recognit Lett 10(5):335–347.
doi:10.1016/0167-8655(89)90037-8

31. Nedbal L, Soukupova J, Kaftan D, Whitmarsh J, Trtilek M (2000)
Kinetic imaging of chlorophyll fluorescence using modulated light.
Photosynth Res 66(1–2):3–12. doi:10.1023/A:1010729821876

32. Duin RPW (2000) PRTools- version 3.0- A Matlab toolbox for
pattern recognition

33. Fukunaga K (1990) Introduction to statistical pattern recognition,
2nd edn. Academic Press Professional, San Diego, USA

34. Martinez AM, Kak AC (2001) PCA versus LDA. IEEE Trans
Pattern Anal Mach Intell 23(2):228–233. doi:10.1109/34.908974

35. Wang XC, Paliwal KK (2003) Feature extraction and dimension-
ality reduction algorithms and their applications in vowel
recognition. Pattern Recognit 36(10):2429–2439. doi:10.1016/
S0031-3203(03) 00044-X

36. Bishop CM (1995) Neural networks for pattern recognition.
Oxford University Press

37. Jain AK, Mao JC, Mohiuddin KM (1996) Artificial neural
networks: a tutorial. Computer 29(3):31–44. doi:10.1109/2.485891

38. Fisher R (1936) The use of multiple measurements in taxonomic
problems. Ann Eugen 7:179–188

39. Fukunaga K, Hostetler LD (1975) K-nearest-neighbor Bayes-risk
estimation. IEEE Trans Inf Theory 21(3):285–293. doi:10.1109/
TIT.1975.1055373

40. Munne-Bosch S, Nogues S, Alegre L (1999) Diurnal variations of
photosynthesis and dew absorption by leaves in two evergreen
shrubs growing in Mediterranean field conditions. New Phytol
144(1):109–119. doi:10.1046/j.1469-8137.1999.00490.x

41. Boser B, Guyon I, Vapnik V (1992) A training algorithm for
optimal margin classifiers. COLT 92: Proceedings of the 5th
annual workshop on computational learning theory. ACM

42. Brown M, Gunn SR, Lewis HG (1999) Support vector machines
for optimal classification and spectral unmixing. Ecol Modell 120
(2–3):167–179. doi:10.1016/S0304-3800(99)00100-3

43. Camps-Valls G, Gomez-Chova L, Calpe-Maravilla J, Martin-
Guerrero JD, Soria-Olivas E, Alonso-Chorda L, Moreno J (2004)
Robust support vector method for hyperspectral data classification
and knowledge discovery. IEEE Trans Geosci Rem Sens 42
(7):1530–1542. doi:10.1109/TGRS.2004.827262

44. McQueen J (1967) Some methods for classification and analysis
of multivariate observations, In Proc. of the 5th Berkeley
symposium on mathematical statistics and probability

45. Jain AK, Duin RPW, Mao JC (2000) Statistical pattern recogni-
tion: a review. IEEE Trans Pattern Anal Mach Intell 22(1):4–37.
doi:10.1109/34.824819

912 J Fluoresc (2009) 19:905–913

http://dx.doi.org/10.1006/bioe.2002.0117
http://dx.doi.org/10.1111/j.1439-037X.1993.tb00148.x
http://dx.doi.org/10.1111/j.1439-037X.1993.tb00148.x
http://dx.doi.org/10.1016/S0168-1699(98) 00037-4
http://dx.doi.org/10.1016/S0168-1699(98) 00037-4
http://dx.doi.org/10.1016/0021-8634(83)90066-5
http://dx.doi.org/10.1016/0021-8634(83)90066-5
http://dx.doi.org/10.1115/1.2831041
http://dx.doi.org/10.1093/pcp/pch097
http://dx.doi.org/10.1007/s10895-005-0032-1
http://dx.doi.org/10.1023/A:1021863005378
http://dx.doi.org/10.1023/A:1021863005378
http://dx.doi.org/10.1006/jaer.2000.0559
http://dx.doi.org/10.1007/s11099-005-0062-6
http://dx.doi.org/10.1007/s11120-006-9120-6
http://dx.doi.org/10.1093/jxb/erl208
http://dx.doi.org/10.1016/S0167-8655(03)00109-0
http://dx.doi.org/10.1016/0167-8655(89)90037-8
http://dx.doi.org/10.1023/A:1010729821876
http://dx.doi.org/10.1109/34.908974
http://dx.doi.org/10.1016/S0031-3203(03) 00044-X
http://dx.doi.org/10.1016/S0031-3203(03) 00044-X
http://dx.doi.org/10.1109/2.485891
http://dx.doi.org/10.1109/TIT.1975.1055373
http://dx.doi.org/10.1109/TIT.1975.1055373
http://dx.doi.org/10.1046/j.1469-8137.1999.00490.x
http://dx.doi.org/10.1016/S0304-3800(99)00100-3
http://dx.doi.org/10.1109/TGRS.2004.827262
http://dx.doi.org/10.1109/34.824819


46. Kittler J (1978) Feature set search algorithms. Pattern Recognit
Signal Process 41–60

47. Pudil P, Novovicova J, Kittler J (1994) Floating search methods in
feature selection. Pattern Recognit Lett 15(11):1119–1125.
doi:10.1016/0167-8655(94)90127-9

48. Somol P, Pudil P, Kittler J (2004) Fast branch & bound algorithms
for optimal feature selection. IEEE Trans Pattern Anal Mach Intell
26(7):900–912. doi:10.1109/TPAMI.2004.28

49. Lau KW, Wu QH (2003) Online training of support vector
classifier. Pattern Recognit 36(8):1913–1920. doi:10.1016/S0031-
3203(03) 00038-4

50. Chtioui Y, Bertrand D, Barba D (1996) Reduction of the size of
the learning data in a probabilistic neural network by hierarchical
clustering. Application to the discrimination of seeds by artificial
vision. Chemom Intell Lab Syst 35(2):175–186. doi:10.1016/
S0169-7439(96)00065-2

51. Whitehead D, Walcroft AS, Scott NA, Townsend JA, Trotter CM,
Rogers GND (2004) Characteristics of photosynthesis and
stomatal conductance in the shrub land species manuka
(Leptospermum scoparium) and kanuka (Kunzea ericoides) for
the estimation of annual canopy carbon uptake. Tree Physiol 24
(7):795–804

J Fluoresc (2009) 19:905–913 913

http://dx.doi.org/10.1016/0167-8655(94)90127-9
http://dx.doi.org/10.1109/TPAMI.2004.28
http://dx.doi.org/10.1016/S0031-3203(03) 00038-4
http://dx.doi.org/10.1016/S0031-3203(03) 00038-4
http://dx.doi.org/10.1016/S0169-7439(96)00065-2
http://dx.doi.org/10.1016/S0169-7439(96)00065-2

	Towards Discrimination of Plant Species by Machine Vision: Advanced Statistical Analysis of Chlorophyll Fluorescence Transients
	Abstract
	Introduction
	Material and methods
	Plant material and growth conditions
	Chlorophyll fluorescence imaging
	Data analysis tool
	Classifiers
	Evaluation of the classifier performance
	Feature selection

	Results
	Classifier performance and execution time
	Training set size
	Comparison of four feature selection methods using the best classifier QDC
	Comparing images obtained with conventional ChlF parameters and with combinatorial imaging

	Discussion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org?)
  /PDFXTrapped /False

  /SyntheticBoldness 1.000000
  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006400690067006900740061006c0020007000720069006e00740069006e006700200061006e00640020006f006e006c0069006e0065002000750073006100670065002e000d0028006300290020003200300030003400200053007000720069006e00670065007200200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [5952.756 8418.897]
>> setpagedevice


